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Abstract The coronavirus disease of 2019 (COVID-19)

pandemic has caused a global public health epidemic since there 

is no 100% vaccine to cure or prevent the further spread of the 

virus. With the ever-increasing number of new infections, 

creating automated methods for COVID-19 identification of 

Chest X-ray images is critical to aiding clinical diagnosis and 

reducing the time-consumption for image interpretation. This 

paper proposes a novel joint framework for accurate COVID-19 

identification by integrating an enhanced super-resolution 

generative adversarial network with a noise reduction filter bank 

of wavelet transform convolutional neural network on both Chest 

X-ray and Chest Tomography images for COVID-19

identification. The super-resolution utilized in this study is to

enhance the image quality while the wavelet transform

Convolutional Neural Network architecture is used to accurately

identify COVID-19.  Our proposed architecture is very robust to

noise and vanishing gradient problem. We used public domain

datasets of Chest x-ray images and Chest Tomography to train

and check the performance of our COVID-19 identification task.

This experiment shows that our system is consistently efficient by

accuracy of 0.988, sensitivity of 0.994, and specificity of 0.987,

AUC of 0.99, F1-score of 0.982 and 0.989 for precision using the

Chest X-ray dataset while for Chest Tomography dataset, an

accuracy of 0.978, sensitivity of 0.981, and specificity of 0.979,

AUC of 0.985, F1-score of 0.961 and precision of 0.980. These

performances have also outweighed other established state-of-

the-art learning methods.

Keywords chest tomography, chest x-ray, COVID-19, deep

learning, identification, super-resolution, wavelet transform 

I. INTRODUCTION 

Ever since 2019, Coronavirus disease(COVID-19) has 
become the trending disease causing the death of 3.74 million, 
173 million confirmed cases of  people within 180 territories 
as at June 9th, 2021 [1], [2]. Yet, there has not been a 100% 
vaccine cure for this disease.  Therefore, there is a vital need 
for an automatic system to reduce the further spread of this 
epidemic as the system detects if an individual is infected with 
the COVID-19 or not. 

There have been different medical trial done in detecting if 
someone has the COVID-19 or not, one of which is the 
Reverse Transcription-Polymerase Chain Reaction (RT-PCR) 
[3] test. Unfortunately, the demerits of this method include the
long period of time it takes for the expected results and the
low sensitivity of sample results becoming obsolete for
medical acceptance. With this downside of RTPCR, it has
further the spread of the virus, thereby causing global panic.
Meanwhile, other methods have been investigated such as the
Chest X-Ray (CXR) and Chest Tomography (CT) for COVID-
19 diagnosis and they have performed greatly [4], [5], [6].

Many research papers have reported on the automatic 
detection of COVID-19 from Chest X-ray and CT using deep 
neural network. With the effort of some research teams in 
publicly providing dataset, COVID-19 identification has been 
carried out mostly in utilizing deep neural network, hence 
achieving good results [7], [8], [9], [10], [11], [12]. Chen et al. 
[13] presented a technique of detecting COVID-19 based on

© IEEE 2021. This article is free to access and download, along with rights for full text and data mining, re-use and analysis.
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deep neural network from retrospectively CT images received 
and preprocessed from a hospital in Wuhan. The result 
reported accuracy of 0.96. Zheng et al. [14] reported a method 
based on weakly-supervised technique using UNet deep neural 
network for correctly examining COVID-19 with 530 CT 
exams and got an accuracy of 0.90. Another medical-based AI 
framework was implemented by Jin et al [15] to accurately 
screen COVID-19 from other pneumonia using CT exams. 
This model achieved an accuracy of 0.92.  Tang et al. [16] 
adopted an automatic learning model of measuring the 
severity of COVID-19 from CT exams which belongs to 176 
patients. This reported accuracy of 0.87. 

In our study, we incorporated the technique of super-
resolution to handle the quality enhancement of radiograph 
datasets while the wavelet transform eliminates the noisy 
effect on the images and execute feature extraction for the 
identification of COVID-19. The report of our loss, accuracy, 
ROC AUC, precision, F1-score, sensitivity and specificity are 
given in the subsequent section. The rest of this paper will be 
organized as: material and methodology of our work is in 
Section II, experimental results will be given in Section III. 
Then, our conclusion will be reported in Section IV.  

II. MATERIAL AND METHODOLOGY 

This report comprise of three phases. The first phase is the 
collection of our datasets which are from three sources. 
Secondly, the improvement of the image quality using the 
enhanced super-resolution generative adversarial network and 
finally, we applied our proposed wavelet transform 
convolutional neural network architecture to extract features 
of radiographs while eliminating the noisy effect for COVID-
19 identification. 

A. Dataset 

For our experiment, the CXR images of COVID-19 were 
gotten from the GitHub repository of Cohen et al. [4] whereas 
the healthy (normal) dataset is collected from the website of 
the Radiological Society of North America (RSNA) [2]. More 
so, for the CT COVID-19 and non-COVID-19 datasets, they 
were acquired from Yang et al. [17].  Table I and II illustrate 
the collection and the utilization of the dataset while Table III 
reports the augmentation process and split ratio of our dataset 
for both Chest Tomography and Chest X-ray.  In Table I, we 
used 162 images each from the two CXR public available 
dataset, amounting to a total of 324 images of both COVID-19 
and normal images. Then for our split ratio as seen in Table III, 
we utilized 80% for the training set and 20% for the test set.  
Furthermore, for the CT dataset gotten from Yang et al.[17], 
we used 324 images each for COVID-19 and normal images, 
bringing to a total of 648 images. The dataset split is 80% for 
the training and 20% for the testing sets.  

More so, in avoiding overfitting and enabling our dataset 
to train well, we introduced another aspect of increasing our 
dataset by employing an image augmentation technique for 
better efficiency. Our common utilized augmentation 
techniques were reflection, rescaling, zoom and rotation. 
Figure 1 reports the image augmentation result in our images. 
Our augmentation technique increased CXR dataset to 640 
images as well as that of CT Images as seen in Table III. 

Meanwhile, augmentations of data were carefully conducted 
so as not to produce unrealistic images, thereby not confusing 
the wavelet transform CNN architecture.  

 

Fig. 1. CT and CXR results after Image augmentation. 

TABLE I.  DESCRIPTION OF CHEST X-RAY (CXR) DATASET 

Dataset COVID-19 Other pneumonia Healthy 

COVID-CXR [4] 162 42 234 

RSNA [2] 0 6012 8851 

Our Utilization 162 - 162 

TABLE II.  DESCRIPTION OF CHEST TOMOGRAPHY (CT) DATASET 

Dataset COVID-19 Non-

COVID 

Yang et al. 

[17] 

349 397 

Our 

Utilization 

324 324 

TABLE III.  DESCRIPTION OF OUR  DATASET AND THE SPLIT RATIO 

 

Dataset 

 

Total 

Images 

Split Ratio 

(80% : 20%) 

Train  Test 

CT_COVID19 324  
520 

 
128 CT_Normal 324 

CXR_COVID19 162  
260 

 
64 CXR_Normal 162 

CT_COVID19 with augmentation 640  
1024 

 
256 CT_Normal with augmentation 640 

CXR_COVID19 with augmentation 640  
1024 

 
256 CXR_Normal with augmentation 640 

B. The Proposed Joint Framwork of Enhanced Super-

Resolution Generative Adversarial Network (ESRGAN) 

with Wavelet Transform Convolutional Neural Network 

The proposed network in Figure 3 illustrates a joint model 
of an enhanced super-resolution improving the image quality 
and the wavelet transform for minimizing noise and for 
feature extraction for COVID-19 identification.  
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 Super-Resolution Network 

In real-life scenario, medical radiographs are 
characterized with low quality. Therefore, the main idea 
of our proposed model is to take input of low-quality 
images and generate them into a higher resolution for 
better efficiency. In producing this high-resolution from 
low-resolution counterpart, our joint framework 
enhanced super-resolution generative adversarial 
network with wavelet transform CNN has proven to be 
the best. In the stage of enhanced super-resolution 
generative adversarial network as seen in Figure 2, our 
input images were upscaled to a factor of 4. The 
algorithm uses two neural networks called the generator 
and discriminator put against each other in order to 
produce new and synthetic instances of data that are 

considered real. The network generator produces 
 images and feature maps are 

extracted for perceptual loss calculation before the final 
pass to the activation function. While improving the 
pixel level quality of the generated image measured by 
the content loss, the created images are forwarded to 
the discriminator network to check the distinctive 
features of the original images and the created 
one . For the sake of SR, the discriminatory loss is 
utilized to ensure the generation of high-resolution 
images that are more natural and realistic as compared 
to the original images. Then the adversarial loss checks 
the classifier to verify either it is real or fake. The entire 
process continues until there are no difference between 
the real and the fabricated images. 

 

 

Fig. 2. Enhancement of the image quality using ESRGAN. 

The calculation of the summation of the super-
resolution network is presented in equation (1). 

                   (1) 

where  is the perceptual loss,  is the 

adversarial loss and 1 is the content loss, is the 
discriminator network loss and  are the 
coefficient to offsets the losses respectively. 

The perceptual loss expression is given in equation (2). 
This loss improves the feature level in order to enhance 
the visual quality of the image. 

 

          

The enhancement of image quality can be seen in 
Figure 2 as compared to the original image. 
 

 Wavelet Transform Convolutional Neural Network 

This stage comprises of 4 blocks of convolutional 
layers, 6 channel-wise convolutional layers of  
connecting the four-level of wavelet transform 
decomposition via concatenation before the last three 
fully connected layers as seen in Figure 3. In the first 
level of decomposition, the input image size of 224 x 
224 in RGB channel is first decomposed via the 
wavelet transform to generate detail and approximate 
coefficients that are further aggregated and fed to the 
first block of convolutional layers with a kernel size of 
64 on each convolutional layer. In the second level 
decomposition, the approximate coefficient derived 
from the first level decomposition is further down-
sampled to generate another detail and approximate 
coefficients which are aggregated and concatenated 
channel-wise by  convolutional layer of kernel size 
64 to the second convolutional block which consists of 
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two convolutional layers with kernel size 128. 
Furthermore, in the third level decomposition, the 
previous approximate coefficient from the second level 
decomposition is further down-sampled to generate 
another detail and approximate coefficients which are 
aggregated and concatenated channel-wise by two  
convolutional layer of kernel size 64 and 128 
respectively to the third convolutional block which 
consists of two convolutional layers with kernel size 
256. In the fourth level decomposition, the previous 
approximate coefficient derived from the third level 
decomposition is further down-sampled to generate 

another detail and approximate coefficients which are 
aggregated and concatenated channel-wise by a 
sequence of three  convolutional layer of kernel 
size 64, 256 and 256 respectively to the fourth 
convolutional block which consists of three 
convolutional layers with kernel size 256 each 
followed by an average pooling. Finally, the extracted 
features are then passed to the fifth block which 
comprises of three fully connected layers of which the 
third FC corresponds to the number of classes with a 
sigmoid function as a classifier. 

 

 

Fig. 3. The  proposed joint framework of enhanced super generative adversarial network with  wavelet transform convolutional neural network. 

III. EXPERIMENTAL RESULTS 

A. Model Hyper-Parameters 

In this study, we trained our model for COVID-19 
identification based on the wavelet transform CNN using a data 
split of 80% for training and 20% for testing set with an epoch 
of 20. The batch size was set to 16, and Adam optimizer is 
used in training with a learning rate of 0.0001. With the 
different variations of the dataset collected from the public 
domains, we resized the images to 224 x 224 before being fed 
to the enhanced super-resolution generative adversarial 
network and the wavelet transform CNN. All implementations 
were carried out in Keras framework. 

B. Evaluation Metrics 

This paper uses the major metrics for evaluating the 
performance of the COVID-19 identification based on the CT 
and CXR dataset used individually. These metrics include 
accuracy, loss, sensitivity, precision, F1-score, AUC and 
specificity. For the identification of COVID-19, the equations 

for explaining the aforementioned metrics can be seen in 
equation (6), (7) and (8).  

        Accuracy = (TP + TN) / (TP - TN + FP + FN)           (6) 

   Sensitivity = TP / (TP + FN)           (7) 

   Specificity = TN / (TN + TP)          (8) 

Where True Positives (TP) is the correctly identified COVID-
19, False Negative is the incorrectly identified COVID-19, 
True Negative is the correctly identified normal instances and 
False Positive is the incorrectly identified normal instances. 

1) Model predicted score for the CXR dataset: Initially, 

we used a total number of 324 images of both normal patient 

and COVID-19 patients. With a split ratio of 80% for the 

training set and 20% for the testing set, our model achieved a 

loss  of 0.113, an accuracy (ACC) of 0.963, specificity(SPE) 

of 0.969 and sensitivity (SEN) of 0.958, AUC of 0.97, f1-

score (F1)  of 0.961 and precision (PRE) of 0.97. In improving 

the efficiency, we introduced the augmented CXR dataset with 
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a total of 1280 images for both normal and COVID-19 

patients as seen in Table III in our proposed network while 

maintaining the hyperparameters. Thus, there was a slight 

improvement of  0. 025 in our accuracy and our SEN, SPE, 

ACC, F1 and PRE achieved the result of 0.994, 0.987, 0.99, 

0.982 and 0.989 respectively with a lesser loss of 0.022 as 

reported in Table IV. 

2) Model predicted score for the CT dataset: Checking the 

performance of our proposed model on CXR dataset, we  also 

introduced the same algorithm in our CT dataset. In this case, 

we used a total number of 648 images for both normal and 

COVID-19 patients. With a split ratio of 80% for the training 

set and 20% for the testing set, our model achieved a loss  of 

0.115, an accuracy (ACC) of 0.937, specificity(SPE) of 0.954 

and sensitivity (SEN) of 0.934, AUC of 0.951, f1-score (F1)  

of 0.955 and precision (PRE) of 0.941. To avoid overfitting 

and achieving a better efficiency, we incorporated our 

augmented CT dataset with a total of 1280 images for both 

normal and COVID-19 patients as seen in Table III in our 

proposed network while maintaining the hyperparameters. 

Hence, there was a slight improvement of  0. 041 in accuracy 

and our SEN, SPE, ACC, F1 and PRE achieved the result of 

0.981, 0.979, 0.985, 0.961 and 0.98 respectively with a lesser 

loss of 0.049 as seen in Table IV. 
 

 

Fig. 4. The  proposed model accuracy. 

 

Fig. 5. The  proposed model loss. 

Figure 4, 5, and 6 show the performance metrics of the 
proposed model for the images in the test sets of the four 
aspects of our datasets (Chest X-ray dataset without 
augmentation, Chest x-ray with augmentation, Chest 
Tomography without augmentation and Chest Tomography 
with augmentation). Additionally, the black line which is the 

CXR dataset with augmentation in Figure 6 achieved the best 
ideal curve performance in our ROC AUC; the CT without 
augmentation had the worst performance while the others, 
CXR without augmentation and the CT with augmentation had 
moderate performances. As we can see, our model improves 
with sufficient dataset even when those images are more 
difficult to differentiate.  

 

Fig. 6. The ROC AUC curves for both  CXR and CT datasets. 

TABLE IV.  SOTA RESEARCH COMPARISON BASED ON THE 

IDENTIFICATION OF COVID-19 

Dataset ACC SEN SPE 

Chen et al. [13] 0.960 0.980 0.940 

Zheng et al. [14] 0.901 0.907 0.911 

Jin et al. [15] 0.952 0.974 0.923 

Tang et al. [16] 0.875 0.933 0.746 

Our Proposed method 0.988 0.994 0.987 

TABLE V.  PERFORMANCE EVALUATION METRICS 

Dataset LOSS ACC SEN SPE AUC F1 PRE 

 
CT with augmentation 

 
0.049 

 
0.978 

 
0.981 

 
0.979 

 
0.985 

 
0.961 

 
0.980 

 
CT without augmentation 

 
0.115 

 
0.937 

 
0.934 

 
0.954 

 
0.951 

 
0.955 

 

 
0.941 

    
CXR with augmentation 

 

0.022 

 

0.988 

 

0.994 

 

0.987 

 

0.990 

 

0.982 

 

0.989 

  
CXR without augmentation 

 
0.113 

 
0.963 

 
0.958 

 
0.969 

 
0.970 

 
0.961 

 
0.970 

 

 
To further investigate the best result which is the CXR 

with augmentation in Table IV, the confusion matrix is 
presented in Figure 7. In this scenario, 126 cases were 
correctly confirmed as COVID-19 and 125 cases were 
correctly identified as normal cases while the incorrectly 
predicted were just 5 cases as illustrated in Figure 7. Thus, it is 
proven that our proposed model is effective for the 
identification of COVID-19. In Table V, to prove the 
effectiveness of our proposed network, we compared our 
proposed method with other state of the art (SOTA) models 
using the implementation task of the identification COVID-19 
from healthy patients or other pneumonia either using Chest 
Tomography dataset or Chest X-ray dataset. Notwithstanding, 
our proposed model surpassed the SOTA model by at least 
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0.0284 in accuracy. Hence, our model is still a promising AI- 
based method for the identification of COVID-19. 

Fig. 7. The confusion matrix of our best result (cxr with augmentation). 

IV. CONCLUSION

We reported a joint framework of an enhanced super-
resolution generative adversarial network with a wavelet 
transform convolutional neural network on our training set. 
We utilized datasets from both Chest Tomography and Chest 
X-ray in optimizing the performance of our proposed
algorithm. We investigated a detailed experimental analysis to
evaluate the performance of our algorithm with and without
the use of image augmentation technique using the evaluation
metrics such as loss, accuracy, sensitivity and specificity, F1-
score and precision. Thus, in all our result the Chest x-ray
dataset which is augmented achieved a better performance of
0.988 in identification accuracy, sensitivity of 0.994 and
specificity of 0.987, AUC of 0.99, F1-score of 0.982 and
precision of 0.989 with a total of 1280 images on 80% is to 20%
split ratio for the training and testing sets. Meanwhile, as a
result of the limited number of datasets on the other
experiments, our algorithm is still able to identify COVID-19
cases. Therefore, with the experimental comparison carried
out, we could say that that the augmentation of images can
produce better efficiency.
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