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. . o Abstract o . o
With the increasing importance of renewable energy such as solar energy, accurately predicting solar energy has become an important step in social
exploration,especially for optimizing solar panel angle. This project investigates and designs a new deep learning conceptual model for predicting future solar
energy based on past solar data, which combines LSTM, CNN and attention mechanism technology. This project investigated the performance of the
new custom model and evaluated the model using regression metrics such as MAE, MSE, and R2 score. In addition, the model was also explained using
Lime XAl technology. The experimental results emphasize the potential of LSTM technology, CNN technology, and attention mechanism in solar energy
prediction tasks, making significant contributions to future research in the field of deep learning.
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The proposed model integrates Convolutional Neural
Networks (CNN) for spatial feature extraction, Long
15:13 100 o Short-Term Memory (LSTM) for temporal sequence

modeling, and an attention mechanism to prioritize
critical features. The model processes real-time sky
radiance data, undergoes rigorous preprocessing, and
is trained to predict solar radiance output with high
accuracy.
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Figure 1 Solar radiance dataset
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Figure 2 The Data splitting work flow
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Figure 3 The original data Figure 4 After the Feature
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Loss

Key features are applied normalization processing,
and organizes the data into three-dimensional
tensors through sliding window technology to fit the ‘ = s \
CNN-LSTM framework, and captures the spatio- . o 100

temporal relationship of multidimensional features
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Figure 7 LOSS,MAE,MAPE curve of the model
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Interpretability Analysis

The figures above show the performance with LOSS , MAE , MAPE ,R2 and RMSE score of the CNN-
LSTM-Attention combined model and some comparison,which used to predict radiance in the
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Solar Radiation Prediction System

The deployment runs in
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Figure 17 results of the test set and the true values only provides on
The purpose of interpretability analysis is to computer ,also needs
understand the predictive behavior of complex models the matplotlib to

on a single sample by constructing locally interpretable

generate figure if need

alternative models. What’s more, focuses on identifying e i ) i details.the inference
the features in the data that have the most influence = ot IR prediction runs in the
on the model's predictions, helping to understand the local terminal

model's focus and decision-making rationale.

Figurel8 Interface to the model

Figurel9 Function of the system

Future work

Future work will enhance the model's generalizability, test the model on datasets from other places to make it more reliable. Adding Feature datas to
improve prediction accuracy. Making the model predict long time steps prediction.




